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[. Introduction

There is much current interest in the use of pattern
recognition (PR) techniques to identify and quantify
chemical analytes on the basis of the multivariate re-
sponses of chemical microsensor arrays.? PR techniques
use previously measured array responses of the class
categories of interest, called training set data, to infer the
class category associated with new array measurements
(test data). The class categories can be the chemical
identities of the analytes and can also represent the
analyte concentrations. Each sensor in the array provides
the response along one dimension of a multidimensional
response vector, and each array response is a well-defined
geometric location in a multidimensional response space
(usually called the feature space).

The application of PR techniques to microsensor-based
chemical sensing is motivated by two advantages: (i)
chemical identification is possible using only partially
chemically selective microsensors rather than highly
selective (and more difficult to develop) microsensors, and
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(ii) PR can, in principle, identify a large number of
chemical species using a small, fixed set of sensors. Many
research groups have been exploring the combination of
PR analysis and sensor array hardware to carry out
portable, low-power chemical analyses. Many computa-
tional techniques are available for such analyses, including
feature selection techniques (e.g., principal components
analysis (PCA)), statistical-based methods for PR (e.g.,
SIMCA), and nonstatistical methods for PR (e.g., neural
nets and k nearest neighbors (k-NN)). The literature on
the use of these techniques for chemical sensing is
reviewed in refs 1 and 2.

These techniques are widely used and are certainly
useful in certain problem domains. However, the reader
may be unaware that these popular techniques have
limitations that can be undesirable for certain chemical
sensing applications. We briefly review these limitations
in the next section. Our intent is not to suggest that the
popular techniques are useless, but rather to make clear
the motivations for the development of a new PR ap-
proach that overcomes some of these limitations. Our PR
method uses a new principle (visual-empirical region-of-
influence (VERI)34), derived from human vision research
results, that is indeed designed to address these limita-
tions. We present VERI as an effective alternative to PCA
(for feature search), statistical PR, and neural net PR
approaches for chemical sensor array applications. In the
rest of this paper we outline the VERI PR method,
emphasize the situations where its properties are particu-
larly advantageous, and demonstrate its use in several
phases of the development of a chemical sensor array
system. Space limitations prevent our discussion of all
of the sensor systems we have analyzed using VERI. Here
we present results from arrays of coated surface acoustic
wave (SAW) devices applied to the detection of volatile
organic compounds (VOCs).

Il. Motivation for an Alternative PR Technique

Il.a. Selecting Sensors for the Array. A key step in the
successful development of a PR approach for any specific
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FIGURE 1. First 2 principal components of a training set of 28
individual volatile organic compounds (VOCs) and binary VOC
mixtures obtained with a six-sensor array. The different chemicals
are given different shades of gray. This set is referred to as chemical
set B in section IV.b. Both our VERI PR method and a neural net
analysis indicate that these 28 chemical classes are fully separated
by the full six-sensor array responses, yet these first 2 principal
components fail to separate (distinguish) the classes. This example
illustrates that the first few principal components do not necessarily
indicate the effectiveness of a set of sensors for pattern recognition.

chemical sensing problem is the selection of sensors to
include in the array. Ideally, these sensors provide
maximal separation of the clusters of multidimensional
array responses for the distinct target chemicals. It is a
common practice for statisticians to use the PCA method
to guide the choice of features from a larger candidate
set.2 PCA computations provide useful qualitative insights
and guidance for removing redundancies from among
very large numbers of potential sensor combinations. Each
principal component direction is a linear combination of
the original sensor responses, with the first few compo-
nents indicating directions for which the variations in the
training data are largest. PCA can provide a reasonable
and simple model of the spread of responses, i.e., Gauss-
ian variation along a few principal directions. However,
the first few principal components may contain large
contributions from all of the original sensors. Thus, the
PCA method does not directly reduce the number of
sensors® required for the array system, and it is common
practice to retain all sensor contributions to the small set
of principal components selected. PCA does not provide
quantitative comparisons that address the many issues
(e.g., what are the best three- and four-sensor arrays from
a set of N sensors, and how different are their PR
performances?) in making sensor downselections.
Furthermore, the PCA method is not guaranteed to
provide the best (or even a good) choice of features for
distinguishing classes.> The multivariate directions which
contain most of the variations in the data distributions
need not be the directions along which complicated class
shapes actually separate. Further, the visual separation
of classes provided by the first few principal components
may be quite misleading in some cases, as we illustrate
in Figure 1. These normalized data, which we describe
more fully in section IV.b, show the first two principal
components of the six-sensor array responses to 28
distinct volatile organic compound mixtures. As can be
seen, these two PCA components indicate that the chemi-
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cals are poorly separated. However, both our VERI
analysis and neural network results for these data agree
that this chemical set is completely separated in the full
six-sensor response space. This example illustrates that
the responses of modern chemical microsensors do not
all transform readily into simple Gaussian distributions
along principal axes. PCA-selected features will not
produce optimal, or perhaps even acceptable, PR perfor-
mance for such data.

A more computationally intensive approach to sensor
selection is to use a PR method, combined with some
optimization search procedure, to hunt for good choices
of the sensors. The PR method directly evaluates each
potential array choice that is selected by the optimization
procedure, so that array selection is appropriately based
on actual PR performance. Difficulties arise if the PR
method requires the user to provide design decisions or
design calculations (to make the method operational) for
each sensor set considered. This is the case for neural
networks, for which training calculations are needed for
each new set of sensors. This additional computational
overhead restricts the number of sensor combinations that
can be examined. Also, the user may inconsistently train
the network for different sensor sets, or inconsistently
choose reject thresholds, thereby biasing the sensor
selection. These difficulties would be eliminated if the
PR method required no user inputs and no optimization
computations for each sensor combination considered.

Il.b. Statistical vs Nonstatistical PR Approaches.
Statistical PR methods have a sound mathematical foun-
dation and are powerful approaches to apply to PR
problems if the statistical assumptions underlying these
methods are valid for the application. Statistical ap-
proaches typically are based on PCA models of the data
distributions, and thus require that sensor responses can
be approximately transformed into Gaussian distributions
along principal axes. As indicated above, this is not
necessarily true for modern microsensors. Such sensors
present a choice in system design—either eliminate these
types of sensor responses from consideration or consider
a different PR methodology. Statistical approaches de-
termine the PR result by selecting the class with minimum
probability of error. This requires that the probabilities/
frequencies of future occurrence are known for all target
chemicals in the application environment. This can be
true for certain manufacturing and quality control ap-
plications. However, there are many important chemical
sensing applications for which frequencies of occurrence
of target chemicals in an uncontrolled environment are
completely unknown. These and other issues have led
to a continuing interest in developing nonstatistical PR
methods, e.g., neural nets. We limit our discussion to
nonstatistical methods for the remainder of this Account.

Il.c. Uncontrolled Chemical Environments. Expo-
sure to Unknown Chemicals. Neural networks have
become a popular choice for carrying out the PR task in
chemical sensing applications. The back-propagation
method is often used to “train” the networks, so that they
will produce network output responses that indicate the
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selection of one of the target chemicals as the best match
to any input. Such networks can be quite effective at
detecting subsequent exposures to one of the target
chemicals, and can work well for applications in which
tight control exists over which chemicals are presented
to the system. However, the performance of these net-
works on data from uncontrolled environments may be
quite inadequate. Arrays in uncontrolled environments
typically encounter chemicals other than those in the
target set, and the PR methodology must be capable of
recognizing unexpected chemicals correctly (i.e., as un-
knowns). We illustrate the performance of a neural net
from the OLPARS software package version 7.3 (available
from PARS Government Systems Corp., La Jolla, CA) for
such a case in Figure 2. This is a net with a single hidden
layer. Figure 2a shows hypothetical training data obtained
for three classes using two feature measurements (the x
and y axes). As is evident by direct visual inspection, this
training data set consists of classes that are partially
overlapped, classes that are “touching”, and a surrounding
volume that belongs to none of the classes. Figure 2b
shows the class volumes computed for these data using
the neural net approach. The class volumes were deter-
mined by examining the class identity of a grid of vectors,
and shading the entire pixel surrounding each grid with
the gray shade of the corresponding data points of the
same class in Figure 2a. Note that the class volumes are
unbounded. This simply indicates that the neural net
always returns the best match to one of the target
chemicals in the training set, even when the actual match
may be quite poor. In other words, any arbitrary array
response will be recognized as one of the training set
chemicals by the neural net.

Detection of outliers is often provided through the
supplemental use of a threshold value on the magnitude
of the neural net output. Figure 2c shows the class
volumes that result when a large reject threshold is applied
to the output node with the strongest response. The black
regions are those where input vectors are rejected. Note
that these new reject regions are unbounded also, yet they
do not correspond to the outlier volumes. As seen in
Figure 2b, smaller thresholds (or no threshold) produce
smaller or nonexistent reject regions. No choice of
threshold value produces the correct two-dimensional
volumes associated with the outliers. Unfortunately, the
degraded performance that may result from the use of
simple reject thresholds may go undetected by the user
for higher-dimensional array data which cannot be plotted
for inspection.

We note that another popular nonstatistical method,
i.e., k-NN, produces similar results on these data. The
k-NN method produces class volumes (not shown) that
are unbounded without thresholding, and adding thresh-
olding to the results produces reject regions which do not
match the true class volumes associated with the data.

Il.d. Applications with Partially Indistinguishable
Target Chemicals. Warning of Unreliable PR Results.
Figure 2 also illustrates another potential problem with
the use of neural networks for applications involving the

training data

()

FIGURE 2. (a) Hypothetical training set from two sensors containing
three classes (indicated by shades of gray). (b) Neural net class
volumes computed for the training set in (a). The gray values of the
training points are used to indicate the class identification computed
at each location, i.e., at each two-sensor vector response. A reject
threshold of 0.5 is used, but this and smaller thresholds have little
effect on the class volumes. The class volumes are unbounded, so
that any responses of the two sensors will be identified as one of
these three known classes. (c) Same as (b), but with the value of
the reject threshold increased to 0.9. Regions of reject response,
labeled black, are now present between the classes. No value of
the reject threshold can produce neural net outlier detection that
matches the class shapes of this simple example.

discrimination of closely related chemicals. It may occur,
as in Figure 2, that the best sensors available to the user
are incapable of distinguishing all of the target chemicals
over all concentration ranges, in which case it becomes
necessary to deal with the possibility of confusions
between similar chemicals. All PR techniques will neces-
sarily produce errors in such cases if they simply select
the best class match. For certain applications, it may be
unacceptable to make such errors. For example, fre-
quently confusing a rarely encountered, but high-conse-
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quence chemical (say, a chemical warfare agent) with a
harmless, commonly encountered chemical will produce
frequent alarms that are unacceptable. In such cases,
simply reporting the best class match is insufficient. It
would be advantagous to obtain a warning from the PR
method when the detection of the high-consequence
chemical is uncertain, and to know which other chem-
ical(s) are also possible matches to the input. One could
attempt to obtain this sort of information through the use
of a threshold on the neural net output, but Figure 2
illustrates that no choice of threshold value produces the
correct two-dimensional volumes associated with the
unreliable (multiple-class match) output detection. Fur-
ther, there is the added uncertainty of distinguishing an
outlier rejection from a multiple-class-match detection.

The examples in sections Il.b, Il.c, and 1l.d illustrate
that the reliable detection of unknown chemicals and the
appropriate warning of multiple class matches can require
multivariate class volume shapes that are not properly
produced through the choice of a single threshold value
on the neural net output. In general, unnecessary class
identification errors may result from any PR methodology
that relies on a single, user-selected threshold to deter-
mine the multivariate class volume shapes and sizes.

[1. VERI PR

The situations described above motivated the develop-
ment of the VERI approach to PR. VERI is a nonpara-
metric/nonstatistical PR technique. As such, it is appli-
cable to any kind of sensor responses (e.g., nonlinear,
including nonmonotonic, as a function of a single chemi-
cal concentration and nonadditive as a function of multi-
component mixture concentrations). VERI provides in-
formation beyond the traditional PR task of finding the
best class match for any multivariate input vector of
measured features. The automated VERI method, rather
than the user, also implicitly determines multivariate
threshold functions for the two key issues discussed in
sections Il.c and Il.d: whether the best class match is a
sufficiently good match or an outlier; whether other class
matches are as acceptable as the best class match, so that
the best match is only an unreliable guess. The VERI
method automatically produces bounded class volumes
with sizes, shapes, and interclass overlaps (if any) that are
consistent with the sampling of sensor array measure-
ments used to represent each chemical class. As with any
PR method, the user is responsible for acquiring a good
set of training data that contain the range of sensor
responses to be encountered in the application.

The completely automated VERI approach is a useful
alternative for PR analyses in several ways. The method
can handle any type of sensor response. The method
provides true multivariate determination of the detection
of outliers and unreliable (multiple) class matches for each
application, regardless of the complexity of the sensor
response distributions. VERI PR is particularly effective
for comparisons of performance of alternative sensor
selections for designing a new array. VERI automated
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sensor array optimization allows the PR performance
achievable from different sensor sets to be compared
consistently without user input. The automated VERI
approach allows an inexperienced user to correctly apply
PR to problems in which unknown chemicals or incom-
pletely distinguishable chemicals may be encountered, but
without the need to supply any algorithm design inputs,
algorithm optimization calculations to make the method
functional (e.g., neural net back-propagation training), or
multivariate reject thresholds into the algorithm.

The VERI PR method is based on the VERI clustering
technique.® The reader is invited to visit our web site* to
obtain a detailed description of the method and a discus-
sion of the vision research that forms the foundation of
the approach. The VERI method is a multivariate cluster-
ing method with two essential properties. First, it pro-
duces clustering results without any user inputs. This is
the crucial property that allows us to carry out fully
automated PR. Second, the technique provides clustering
results for two-dimensional data that agree with typical
(measured) human judgments. This provides assurance
that the VERI class boundaries are computed in a way that
is consistent with typical human clustering judgments,
where such judgments can be made. We have recently
posted a “user’s guide” at our website, which also de-
scribes the use of VERI for general PR applications,* and
the reader can consult this reference for all other details
of the use of this technique.

The key idea underlying VERI PR is to regard the
assignment of class membership of a new data vector as
a VERI clustering problem. We assume that the user has
acquired a set of training data, obtained using some
collection of sensors, which contains multiple concentra-
tions of the chemical classes that are to be detected. This
sensor set may include many more candidates than the
final array subset ultimately selected for the application.
We also assume that the user has attempted to include
training data representative of the entire range of vari-
ability that is expected to be encountered subsequently
in the test data. VERI clusterings are computed between
any new data vector and the training data vectors. The
class of the new data vector is inferred from the class
identities of the training vectors that cluster with it.

VERI requires a preprocessing step—a leave-one-out
analysis of the training data. This step “holds out” each
array response in the training data and examines it as if
it were a new measurement. This step evaluates whether
class overlaps exist and whether the classes are adequately
sampled.* This step is also the one used to search for an
optimal selection of sensors for a new array application.
The presence of class overlaps is indicated if any of the
held-out training points cluster with a remaining training
point of a different chemical class. If the final selected
sensor set does not completely separate the chemical
classes, then the training vectors that are in the class-
overlap regions are flagged and labeled with the additional
chemical class(es) that overlap with them. Flagging
training vectors in a class overlap region ensures that the
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FIGURE 3. Class volumes, computed using VERI, for the training
data in Figure 2a. The gray values of the training points are used to
indicate the class identification computed at each location, i.e., at
each two-sensor vector response. In addition, VERI finds two other
types of volumes: outlier (black) and multiple class matches where
classes touch or overlap (lightest gray). The class volumes are
bounded and follow the shape of the set of training vectors, the
outlier volume properly surrounds the classes, and the multiple-class-
match volumes correctly indicate the presence and locations of the
touching and overlapping classes. These class volumes are obtained
by VERI directly from the training data; i.e, no user inputs or
parameter adjustments are supplied to the algorithm.

overlap-class volume computed on subsequent PR data
is complete, as described in ref 4.

After the leave-one-out calculations are performed and
the sensor set is selected, VERI PR on new test data can
be carried out. VERI clusterings of each new array
response vector with the training data are computed, and
the class membership(s) of the training data vectors that
group with the test vector are assigned to the test vector.
Three possible cases occur4 for the class assignment of
each new array response vector.

(i) Unique class identified. The new vector is clustered
only with training data of a single chemical class and is
assigned that same chemical identity.

(i) Unknown class. The new vector is clustered with
none of the training data and is designated an outlier
(unknown: not in the target set of chemicals).

(iii) Multiple matching classes. The new vector is
clustered with training data that contain more than one
class identity. This can occur either by clustering with
multiple training vectors that have differing classes or by
clustering with a single training vector that was flagged
as being in a class-overlap volume in the leave-one-out
preprocessing computation. These vectors occur where
the training-set class distributions overlap or touch, and
cannot be assigned a single chemical identity without
potential error. The potential class matches consist of the
complete list of classes encountered through the cluster-
ings.

The VERI method does not explicitly compute class
boundaries in feature space, but the training data set
implicitly defines such boundaries through the VERI
clusterings. Vectors which do (do not) cluster with
training data vectors in a given class are (are not) in the
associated class volume. The performance of VERI can
be better visualized by examining the class volumes that
result from example data, and in Figure 3 we present the
class volumes for the example data of Figure 2a. As
before, the class boundaries were determined by examin-

ing the class identity of a grid of vectors, and shading the
entire pixel surrounding each grid vector according to the
computed class membership. Note that the VERI method
produces distinguishable class volumes, outlier (black)
volumes for which no target chemical is an acceptable
match, and class-overlap volumes (labeled as the lightest
gray shade in the figure). These class volumes are
obviously quite different from those produced by our
example neural net for any choice of net threshold. We
also note that the VERI results are quite different from
k-NN results (not shown) on these same data.

Several general properties of VERI class volumes can
be seen from this example. First, the class volumes always
surround each of the training vectors, and the class
volumes are always bounded (for training sets with two
or more vectors). This property guarantees that outlier
test vectors can be detected in all applications of the VERI
method. The VERI algorithm automatically defines the
class volumes in a manner that is locally consistent with
the sampling density of the class distribution.* This is a
sensible result, as knowledge of the class boundary
position cannot be known to better spatial accuracy than
the local sampling separations of the training data. Note
that the class overlap regions are also consistent with
typical human judgment, and provide direct warning of
potential class confusion while also providing all accept-
able class matches. We again emphasize that the bounded
class volumes are implicitly achieved by VERI with no
user-adjusted parameters or threshold values. All that is
required is the training set.

The heavy reliance of all PR techniques on the training
data necessitates careful selection of the training data set
used for each chemical. VERI uses the training vector
distribution alone to estimate the class volume of each
chemical class. For example, assume that a set of just
three responses to a given chemical, at low, moderate, and
high concentrations, is found to be highly collinear. If
the researcher understands the chemistry of the problem
(hypothetically, relatively weak physical adsorption being
the dominant factor), she/he may reasonably conclude
that all intermediate concentrations fall on the same line.
The VERI algorithm does not make any such assumption
of “wide-range linearity” (an assumption that could be
detrimental as well as beneficial). Therefore, such a
training data set must be augmented by a series of
interpolated points lying between the experimentally
determined values. In the event that the data are not
found (or expected) to be collinear, or if the operator is
not expert in the likely chemical interactions, training data
must be obtained with adequate concentration resolution
to define the desired operating range without significant

gaps.

IV. VERI Applied to Chemical Sensing

In this section we report on a series of studies that
combine VERI PR with coated surface acoustic wave (SAW)
device technology to achieve robust identification of sets
of VOCs and water over wide concentration ranges.
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Robust monitoring of these chemicals is of interest for a
number of industrial and DOE applications.t Two distinct
sets of SAW coatings and three sets of VOCs were used to
generate array responses. The first film set, developed by
Ricco, Crooks, Allred, and co-workers, are self-assembled
monolayer (SAM) films and plasma-grafted polymer films
(PGFs). These films and the data acquisition method are
described in a companion paper.” The two sets of
chemicals examined using these devices were 12 indi-
vidual VOCs (DIMP (diisopropylmethylphosphonate),
DMMP (dimethylmethylphosphonate), acetone, benzene,
toluene, carbon tetrachloride, trichloroethylene (TCE),
cyclohexane, isooctane, methanol, pinacolyl alcohol, and
1-propanol) (section IV.a below) and water, and 6 VOCs
(acetone, DIMP, isooctane, 1-propanol, TCE, and toluene)
and their 21 binary combinations (section 1V.b below). We
will refer to these VOC chemical sets as set A and set B,
respectively. The second SAW film set, developed by Frye,
Grate, and co-workers, are the polymer films: poly-
(diphenoxyphosphazene) (PDPP), poly(epichlorohydrine)
(PECH), a fluorinated polysiloxane (OV-215), ethyl cel-
lulose, poly(isobutylene) (PIB), a cyanide-modified poly-
siloxane (OV-275), poly(ethylene glycol adipate) (PEGA),
poly(ethylenimine) (PEI), poly(vinyl propionate) (PVPR),
a hydrophobic fluoropolyol (FOX), poly(vinyl acetate)
(PVA), polyvinyltetradecanal, and hydrogen bond acid
modified polysiloxane (HBA). Polymer deposition tech-
niques and the data acquisition method are also described
elsewhere.® The chemicals examined by these devices
were water and nine individual VOCs: acetone, chloro-
form, hexane, 2-propanol, methyl ethyl ketone (MEK),
perchloroethylene (PCE), toluene, carbon tetrachloride,
and TCE (section IV.a below). We will refer to these as
chemical set C.

It is common for differently coated sensors to yield
ranges of responses that are quite different in magnitude.
We equalize the responses of each sensor by a multiplica-
tive scale factor, so that the largest absolute training data
response of each sensor is unity. Subsequent input
responses must be scaled by these same factors for PR
analysis.

An essential ingredient for the PR development process
is the examination of an adequate set of target chemical
training data that represents the expected variability of
the test measurements over the lifetime of the sensors.
One source of variability, which is not convenient to
obtain experimentally (with newly fabricated sensors), is
the change in SAW response sensitivity that can occur as
the SAW films age during sensor use. The physics of such
effects is not understood in sufficient detail to provide a
quantitative model of this variability. Empirical data on
a subset of aged sensors indicate that response aging can
be approximated by the original data reduced by a
multiplicative factor. We produced augmented training
and test sets of data, in which the original sensor
responses are simply reduced by a multiplicative factor
for a given amount of aging. We do not have available
the relative aging rates for all the different SAW films. To
avoid selecting arbitrary (e.g., equal) aging rates for each
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film which might give uncharacteristic results, we examine
an ensemble of sensitivity loss combinations, where each
array response in the original training data set is assigned
a randomly chosen sensitivity loss for each sensor. The
randomly selected sensitivity loss for each sensor is
constrained to be less than some ceiling value (e.g., 10%
loss), and this ceiling can be varied to study the overall
effects of increasing aging. We note that this model is a
worst-case situation, and that it also effectively represents
worst-case noise/variability from other sources, e.g.,
uncontrolled SAW array temperature in field use. Thus,
our aging model can be considered as a general numerical
representation of any source of sensor response variability.

We achieve and demonstrate robust chemical recogni-
tion using the two types of SAW arrays in several steps:
(i) We first optimize the choice of SAW coatings, as a
function of array size, for identifying the individual VOCs.
This step finds those combinations of films that produce
multidimensional data vectors for the different chemicals
that are most distinct. (ii) For cases where we wish also
to detect simple VOC mixtures, we then evaluate the
performance of one of the best SAW arrays on a new and
larger set of individual VOCs and binary VOC mixtures,
and we also evaluate the (modeled) effects of SAW film
aging (or system noise) on the PR performance. (iii)
Although not a required part of the PR process, we also
estimate the response of the arrays to unknown chemicals
by a “leave-one-CLASS-out” procedure, where each VOC
chemical set is held out of the training set and tested as
an unknown chemical class. (iv) Finally, we discuss two
of the many alternative approaches for estimating VOC
concentrations.

IV.a. Optimizing Selection of Array SAW Films. We
describe the optimization results used to select a “good
set” of SAW films for VOC discrimination. We seek to
identify the smallest subsets of sensors with the best PR
performance. The smallest arrays are desirable from a
practical standpoint in that they reduce hardware com-
plexity and system cost. Our approach is to carry out a
VERI leave-one-out computation for each array combina-
tion and directly compare the PR performance. This is
only possible for a limited number N of sensor alterna-
tives, as the number of arrays of m sensors that can be
formed from N available sensors is NI/(m!(N — m)!).
However, for N < 20, this optimization approach is
feasible using 1997 workstation computing power. To
date, the sensor array optimization tasks we have under-
taken have all involved fewer than 20 SAW coating options
at a time. If much larger sets of sensors are available to
select from, we recommend using the VERI leave-one-out
computation on array selections picked by an optimiza-
tion search algorithm (e.g., genetic algorithms). We note
that, after a single array is selected, subsequent VERI PR
on the individual array can be carried out in real time
(typically less than a few seconds per input vector) on PC
hardware.

Figure 4 shows a histogram of the VERI optimization
results for small arrays that can be selected from nine SAM
and PGF films on the individual VOCs of chemical set A.
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FIGURE 4. Results of the VERI array optimization study for chemical
set A. A histogram of arrays is given as a function of the percentage
of correctly identified training vectors in leave-one-out computations.
The arrays are separated out by size, with results for arrays with
three to six sensors shown here.
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FIGURE 5. Results of the VERI array optimization study for chemical
set C. A histogram of arrays is given as a function of the percentage
of correctly identified training vectors in leave-one-out computations.
The arrays are separated out by size, with results for arrays with
three to thirteen sensors shown here.

The VERI percent correct classifications on the training
set A for each of the potential arrays is obtained, and the
number of array combinations that yield a particular
percentage of incorrect chemical identifications is plotted
for arrays with 3—6 films. Over 200 array combinations
were examined. The overall PR performance improves as
films are added, and there are array combinations exhibit-
ing nearly 100% correct identifications for four or more
films in the arrays. The best arrays produce no incorrect
identifications, but do not reach exactly 100% correct
because of a small number of outliers which we did not
remove before these studies. Figure 5 shows a similar
histogram for the arrays that can be selected from 13
polymer films on the individual VOCs of chemical set C.
Over 8000 array combinations were examined. Again, the
overall performance improves as films are added. These
results demonstrate that there are more array selections
that provide good chemical discrimination performance
as the size of the array increases. However, there are also
many poor array selections to avoid, particularly when the

histograms
of arrays

13 SAWs

correct VERI
responses 100% S SAWs

FIGURE 6. Same as Figure 5, but using training data with up to
50% sensitivity loss (or noise) added to the sensor responses.

array is small, as these arrays provide dramatically de-
graded chemical discrimination performance.

It is also of interest to estimate what effects SAW film
sensitivity loss (or noise) has on the overall performance
of all potential arrays. While we cannot afford to compute
the results for numerous aging amounts (this is done for
a single array in the next section), here we choose a large
aging ceiling of 50% to intentionally create significant
degradations in all of the array results. This allows an
observation of the trends to be expected. We carry out
this additional computation on the polymer films of Figure
5, and show the resulting histograms for a ceiling of 50%
sensitivity loss in Figure 6. The key result that is apparent
from this histogram is that chemical discrimination
performances of the best large arrays have degraded much
more than those of the best small (five- to six-sensor)
arrays. Figures 5 and 6, taken together, indicate that there
is an optimum polymer array size of five to six polymer-
coated SAWs for achieving and maintaining the best long-
term VOC discrimination. These results demonstrate the
importance of carefully selecting the number and identi-
ties of partially selective microsensors for a chemical
sensing application.

IV.b. Effects of Device Aging on Distinguishing
Individual VOCs and VOC Binary Mixtures. We selected
one of the best six-film arrays from the optimization of
set A to investigate the ability of this approach to treat
both individual VOCs and VOC binary mixtures, and to
further quantify the effects of SAW sensitivity aging. The
six films are monolayers self-assembled on Au films from
SH(CH2)15CH3, SH(CHz)]_oCOOH, and SH(CHz)loCOO_/
Cu?* and plasma-grafted films fabricated from a 5-min
base layer of acrylic acid plus a 30-min graft of acrylic acid,
a 5-min base layer of polyisobutylene plus a 15-min graft
of acrylic acid, and a 30-min plasma-polymerized layer
made from eugenol (see ref 7 for an explanation of the
film chemistry and synthetic procedures). Chemical set
B was used for this study. Set B contains fewer individual
VOCs than set A, but set B also contains all binary
combinations of the individual VOCs. Binary VOC mixture
data were acquired, starting from a high concentration/
low concentration mixture. By increasing the concentra-
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FIGURE 7. VERI leave-one-out results for one of the best six-sensor
arrays, identified from the results of Figure 4, on chemical set B.
Each of the chemical classes is identified by number here: (1)
acetone, (2) acetone/DIMP, (3) acetone/water, (4) acetone/isooctane,
(5) DIMP, (6) DIMP/water, (7) DIMP/isooctane, (8) DIMP/1-propanol,
(9) water, (10) water/isooctane, (11) water/1-propanol, (12) water/
TCE, (13) isooctane, (14) isooctane/1-propanol, (15) isooctane/TCE,
(16) isooctane/toluene, (17) 1-propanoal, (18) 1-propanol/acetone, (19)
1-propanol/TCE, (20) 1-propanol/toluene, (21) TCE, (22) TCE/acetone,
(23) TCE/DIMP, (24) TCE/toluene, (25) toluene, (26) toluene/acetone,
(27) toluene/DIMP, (28) toluene/water. The results include up to 0.1%
(i.e., essentially new sensors), 8%, and 12% sensitivity losses. The
errors become significant by 12% sensitivity loss for this chemical
set.

tion of the low component while decreasing the concen-
tration of the high component, the opposite low/high
mixture limit is reached.” Aging (noise) effects were added
as described at the beginning of section 1V, and three
ceiling values of 0.1% (essentially new sensors), 8%, and
12% were used.

Figure 7 shows a histogram of incorrect chemical
identification of water, individual VOCs, and binary
mixtures (numbered along the x axis, with the chemicals
given in the caption), with the ceiling values of the
sensitivity shifts given along the z axis. The average
incorrect identifications over the entire chemical set are
given by the results labeled “avg”. The results on new
sensors (0.1% aging/noise ceiling) show that good chemi-
cal differentiation on both individual and binary VOC
mixtures is achieved using the six-sensor array optimized
for performance on a set of individual VOCs. These results
are on the same data used for the PCA results shown in
Figure 1. The results show that the performance is
maintained for modest drops in film sensitivities that
might occur due to SAW film aging, but that ceiling values
of greater than 10% lead to large chemical identification
error rates.

We show the aging effects on the individual VOCs from
set A for comparison in Figure 8. The chemicals are
numbered along the x axis, with the chemicals given in
the caption. These had aging ceilings of 0.1%, 12%, and
28%. As expected, the individual VOC discriminations are
far more robust than those with binary mixtures. These
results directly indicate the distinct stability requirements
that must be met by the sensors over time to maintain
the chemical recognition ability of individual VOCs and
simple VOC mixtures.

IV.c. Response to Unknown VOCs. We also examined
the ability of the VERI PR to recognize array responses
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FIGURE 8. VERI leave-one-out results for one of the best six-sensor
arrays, identified from the results of Figure 4, on chemical set A.
Each of the chemical classes is identified by number here: (1)
acetone, (2) benzene, (3) carbon tetrachloride, (4) cyclohexane, (5)
DIMP, (6) DMMP, (7) water, (8) isooctane, (9) methanol, (10) pinacolyl
alcohol, (11) TCE, (12) toluene, (13) 1-propanol. The results include
up to 0.1% (i.e., essentially new sensors), 12%, and 28% sensitivity
losses. The errors remain insignificant even up to 28% sensitivity
loss for this chemical set. Detection of individual VOCs is much more
robust against sensor aging or noise compared to combined
detection of individual VOCs and their binary mixtures.

from chemicals outside the training set (“unknowns”). The
ideal approach would be to do this with newly measured
chemicals, but such data were not available at the time
of this work. Our alternative was to perform what we call
a leave-one-CLASS-out analysis. Each of the 28 classes
of set B was held out from the training set, 1 at a time,
and presented to the VERI algorithm as an unknown type
of chemical. The errors are the percentage of the un-
known (held out) chemical responses that were incorrectly
identified as 1 of the remaining 27 target chemicals. We
find that the average error across the entire set is 4%, with
21 of the held-out classes giving no errors. The good
recognition performance on the remaining “known” chemi-
cal classes was also maintained. The VERI method
provides effective and automatic recognition of nearly all
of the unknown outliers without user threshold adjust-
ments. Failure to detect outliers by the VERI method is
not due to inappropriate class volumes, but instead is due
to unknown chemicals which give responses that are too
close to one of the target chemical class volumes.

We also examined the performance of the OLPARS
neural net on the same six-sensor chemical training data.
The neural net had 6 inputs, a maximum available number
of nodes of 50 per layer for the next 2 layers, and 28
outputs. During network training by back-propagation,
the error rate was observed to rapidly drop initially as a
function of the number of training iterations, and then
essentially saturated. Training was terminated at the
beginning of the saturation portion in an attempt to avoid
“overtraining”. When the net was trained on the full
training data, the percent correct without a reject thresh-
old was similar to the VERI result. This confirms the
general effectiveness of the VERI sensor optimization
selection in achieving good separation of the chemical
classes. The net was retrained for each training set with
one class held out in the leave-one-CLASS-out analysis.
As discussed above, we use a nonzero reject threshold on
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the largest net output to achieve outlier detection. Un-
fortunately, the neural net recognition performance on
the known classes simultaneously falls as the reject
threshold is increased. At the highest threshold values the
left-out class errors decrease to 18%, but the errors on
the remaining known classes rise to 28%. At the low
threshold limit, essentially all left-out class data are
erroneously identified as known classes. The neural net
outlier detection results are quite poor, as expected. There
is no choice of a reject threshold which compensates for
the unbounded class volumes of the single-hidden-layer
net; hence, true multivariate detection of unknown chemi-
cals as outliers is not available with this method via
thresholding. This is one of the key performance distinc-
tions between VERI and three-layer neural net methods.

IV.d. Concentration Estimates. Once the chemical
identity of the individual VOC or simple VOC mixture has
been determined by VERI, there are many alternatives for
estimating the chemical concentration(s). We describe
two alternatives here. A simple method is to select (in
the preprocessing stage) the single, most sensitive sensor
for each target chemical, and use an analytic fit to that
single-sensor response to calibrate future measurements
of the identified target chemical response. This simple
approach is preferred when it is effective. For more
difficult problems, say ternary VOC mixtures at high
concentrations for which the sensor responses may be
nonadditive functions of the three mixture component
concentrations, we have used VERI directly to estimate
the component concentrations. We use the list of all of
the training vectors that cluster with a new input to
compute averages of the mixture component concentra-
tions of these training vectors. The result is a set of
component concentration estimates, along with standard
deviation estimates of the uncertainties of these estimates.
We find that this approach works well on model ternary
VOC mixture data that we have constructed by combining
measured individual VOC responses additively and non-
additively. However, the accuracy of this approach de-
creases rapidly with decreasing size of the training set.
Much larger (x10) training sets are required to achieve
1% accuracy in the concentration estimates than are
needed to identify the chemicals in our model ternary
VOC study. The choice of method for estimating the
chemical concentrations will necessarily be influenced by
the details of the user’s actual application.

V. Conclusions

We have presented the VERI method as an alternative to
PCA (for sensor selection), statistical PR, and neural net

PR analyses of chemical sensor array responses for certain
classes of chemical sensing applications, and we have
illustrated the use of VERI and coated SAW devices to
recognize a variety of individual VOCs and simple VOC
mixtures while automatically rejecting unknown chemi-
cals. Our future work will emphasize the analysis of more
complex mixtures and the optimized selection of arrays
from much larger candidate sets of sensors.

The HBA SAW film material was kindly provided by Jay Grate
of Pacific Northwest National Laboratory. This work was spon-
sored by the U.S. Department of Energy under Contract DE-AC04-
94AL85000. Sandia is a multiprogram laboratory operated by
Sandia Corp., a Lockheed Martin Co., for the U.S. Department of
Energy.
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